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ABSTRACT:

Standing dead trees, known as snags, are an essential factor in maintaining biodiversity in forest ecosystems. Combined with their
role as carbon sinks, this makes for a compelling reason to study their spatial distribution. This paper presents an integrated method
to detect and delineate individual dead tree crowns from color infrared aerial imagery. Our approach consists of two steps which
incorporate statistical information about prior distributions of both the image intensities and the shapes of the target objects. In the
first step, we perform a Gaussian Mixture Model clustering in the pixel color space with priors on the cluster means, obtaining up to 3
components corresponding to dead trees, living trees, and shadows. We then refine the dead tree regions using a level set segmentation
method enriched with a generative model of the dead trees’ shape distribution as well as a discriminative model of their pixel intensity
distribution. The iterative application of the statistical shape template yields the set of delineated dead crowns. The prior information
enforces the consistency of the template’s shape variation with the shape manifold defined by manually labeled training examples,
which makes it possible to separate crowns located in close proximity and prevents the formation of large crown clusters. Also,
the statistical information built into the segmentation gives rise to an implicit detection scheme, because the shape template evolves
towards an empty contour if not enough evidence for the object is present in the image. We test our method on 3 sample plots from
the Bavarian Forest National Park with reference data obtained by manually marking individual dead tree polygons in the images. Our
results are scenario-dependent and range from a correctness/completeness of 0.71/0.81 up to 0.77/1, with an average center-of-gravity
displacement of 3-5 pixels between the detected and reference polygons.

1. INTRODUCTION

Dead wood, both downed and standing, plays an important part
in forest biodiversity by providing habitat for plants and animals
(Fridman and Walheim, 2000). Also, it forms a significant com-
ponent of forest carbon stocks (Woodall et al., 2008). Further-
more, snags are a source of coarse woody debris which is im-
portant in stand succession (Harmon et al., 1986). Therefore,
obtaining information about the distribution of snags is necessary
in biodiversity and carbon dynamics studies as well as in forest
management tasks. Another important reason which drives the
need for snag detection techniques is the investigation of disease
and insect infestation patterns in forests (Lausch et al., 2013).

The use of infrared bands for assessing vegetation health based
on aerial and satellite imagery is quite widespread (e.g. Wang et
al. (2007), Vogelmann (1990)). Both the intensity of the infrared
channels and various indices derived from it, e.g. NDVI (Tucker,
1979), are useful for distinguishing between dead wood and liv-
ing vegetation due to the reflectance differences in these spectral
bands (Jensen, 2006). Several authors have developed manual or
semi-automatic individual snag detection methods which make
use of this fact ( Bütler and Schlaepfer (2004), Heurich et al.
(2010), Pasher and King (2009)). The disadvantage of these ap-
proaches is the necessity to involve a human expert in the pro-
cessing, which may limit their applicability to large areas. An-
other group of methods aims at estimating the total biomass of
snags at the plot or raster level. This can be done both based on
ALS point clouds (Kim et al., 2009) and satellite/aerial imagery
(Eskelson et al., 2012). Finally, there seem to be relatively few
∗Corresponding author.

contributions providing a fully automatic methodology for de-
tecting single dead trees at the object level. Yao et al. (2012) first
perform single tree segmentation in ALS point clouds and subse-
quently classify each tree segment as either dead or living based
on geometric properties of the segment as well as radiometric
features of the laser points. They report an overall classification
accuracy of 71-73% in the leaf-off and leaf-on state, respectively.
Lee and Cho (2006) apply a local pixel intensity maxima filter-
ing algorithm to isolate individual tree crowns and investigate the
use of 4 spectral (RGB + near infrared) bands for discriminating
between infected and healthy trees. They note that the quality
of the crown detection is sensitive to the correct choice of the
window size parameter for filtering. More recently, Bhattarai et
al. (2012) adopt a similar strategy for classifying Sirex-infested
pines from 8-band WorldView-2 imagery. They first perform de-
lineation of individual tree crowns using the algorithm by Ke et
al. (2010), which involves active contour segmentation and sub-
sequent refinement using template matching and heuristic rules.
Each tree crown is then classified as either infested or healthy
based on features derived from the 8 spectral bands. The overall
classification accuracy at the object level attains 0.81, however
the authors observe that the delineation algorithm failed to find a
significant portion of the smaller crowns and point out that this
part of their method has improvement potential.

The three aforementioned snag detection methods all share the
characteristic of first attempting to segment the input data into
individual trees, without regard for whether they are dead or liv-
ing, and only perform the classification in the second step. In this
paper, we propose an alternate strategy where the segmentation
process itself is geared towards the traits of dead trees. We em-
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ploy a level set segmentation scheme which evolves the image
region associated with a candidate dead tree in a way consistent,
in terms of both shape and pixel intensities, with prior informa-
tion derived from external training data. Based on the results of
numerous studies in other applications (e.g. Ye et al. (2010),
Tsai et al. (2003), Cremers et al. (2006)), we argue that the in-
troduction of object-specific priors can benefit the segmentation
process also for the task of snag detection. Moreover, the prior
information alters the energy functional of the segmentation in
such a manner that it will evolve towards an empty contour in
the absence of the actual target object in the relevant image re-
gion. This leads to an implicit detection scheme and eliminates
the need for a separate classification step.

Over the last two decades, level set methods have emerged as
one of the most prominent frameworks for image segmentation.
The key idea is to represent the evolving object contour curve
C ∈ Ω, where Ω ⊂ R2 is the image domain, as the zero level
set of an embedding function φ : Ω → R. In such a setting, the
evolution of C is done implicitly through the direct evolution of
φ. Among the most important advantages of this modification,
comparing to a representation of C via a set of control points, is
the intrinsic handling of object topology changes (i.e. splitting
into several parts) and avoiding the necessity to check for self-
intersection of the contour and to perform elaborate re-gridding
(Cremers et al., 2007). Level set methods have been successfully
applied to region-based segmentation schemes, wherein the opti-
mized cost functional depends on the properties of entire regions
into which the image is partitioned by the contour C. Region-
based approaches constituted a major improvement over purely
edge-based methods in that they are less sensitive to noise and
possess less local minima in their associated energy functionals.
During the last 10 years, considerable research effort has been
directed towards incorporating shape and intensity prior informa-
tion into the segmentation framework. For this study, we chose
to adopt the method proposed by Cremers and Rousson (2007),
which is data-driven in the sense that it uses non-parametric sta-
tistical models for both shape and intensity priors. Since this
method was originally introduced in the context of segmenting
medical images with a single intensity channel, we extended the
intensity model to account for the 3 color channels present in our
scenario.

The rest of this paper is structured as follows: in Section 2. we
explain the details of our approach including the mathematical
background. Section 3. describes the study area, experiments and
evaluation strategy. The results are presented and discussed in
Section 4. Finally, the conclusions are stated in Section 5.

2. METHODOLOGY

2.1 Overview of strategy

Our method for detecting individual snags accepts single color in-
frared images as input. The number of spectral bands is not fixed,
however the assumption is that the image contains bands such
that the joint distributions (over all bands) of values of pixels be-
longing to dead trees versus pixels belonging to other objects are
significantly different. No image correspondence or 3D elevation
information is necessary, but the image scale (pixel resolution at
ground) is assumed to be known. Furthermore, we require that
a set of training samples be available in the form of images with
polygons delineating individual snags. The training data is the
basis for deriving shape and intensity prior information. The en-
tire algorithm can be conceptually divided into two major steps.
The first step uses the intensity prior information to find regions

in the image which are likely to contain snags. In the second
step, a fine segmentation is iteratively applied locally at different
points of the image which cover the high-likelihood snag regions.
This fine segmentation uses both intensity and shape priors. The
output of our algorithm is a set of Boolean pixel masks (or equiv-
alently, contours) which specify the sets of pixels of the original
image that define each individual detected snag. An overview of
the detection pipeline is shown in Fig. 1.

Figure 1. Overview of snag detection strategy.

2.2 Candidate region detection

This stage of the algorithm aims at finding all regions in the input
image having a pixel intensity profile similar to that of dead trees.
For this purpose, we perform a clustering of the input image using
a Gaussian mixture model (GMM) with exactly 3 components,
corresponding to the 3 types of areas commonly found in our tar-
get scenarios: (i) living vegetation, (ii) dead trees, and (iii) shad-
ows. We chose the GMM due to its ability to model interactions
between the pixel features via the covariance matrix, and also be-
cause of a statistically sound way to introduce prior information.
The GMM is defined in a Bayesian setting, with priors on the
component means and variances. Let X = (x1, x2, . . . , xN ) de-
note the d-dimensional feature vectors of theN image pixels, and
βi, µi,Σi, respectively, the mixture coefficient, mean and covari-
ance matrix of component i, i = 1..3. The posterior probability
of the mixture parameters conditioned on the data is proportional
to the product of the data likelihood L and the prior parameter
probability Pp (Eq.1):

P(µ,Σ, β|X,Θ) ∝ L(X|µ,Σ, β)Pp(µ,Σ|Θ) (1)

In the above, we assume a flat prior on the mixture coefficients.
The vector Θ = (θ1, θ2, θ3) represents hyper-parameters of the
per-component prior distributions. The data likelihood is the stan-
dard probability of a multivariate GMM (Eq.2):

L(X|µ,Σ, β) =

N∏
j=1

3∑
k=1

βkPk(xj |µk,Σk)

Pk(x|µ,Σ) = |2πΣ|−
1
2 exp{−1

2
(x− µ)TΣ−1(x− µ)}

(2)

Following Fraley and Raftery (2007), we apply an inverse Wishart
prior on the covariance matrices and a multivariate normal prior
for the component means (Eq.3).

P(Σ|θ) ∝ |Σ|−(
νp
2

+2)exp{−1

2
trace(Σ−1Λ−1

p )}

µk|Σk, θ ∼ N (µp,k,Σk/κp)
(3)

In the above, the prior probability model for the covariance ma-
trix is common, whereas the mean priors are component-specific.
The hyper-parameter vector θk consists of four entries: θk =
(µp,k,Λp, νp, κp). The prior means µp,k are calculated based
on samples from appropriate patches in the training images. The
rest of the hyper-parameters receive the same values for all com-
ponents. The shrinkage κp is set to the product of N and a small
positive constant, while the degrees of freedom parameter νp as-
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(a) (b) (c) (d)

Figure 2. Deriving the eigenshape representation. (a), (b): mean polygon masks formed by summing all pixel values at corresponding
locations in training polygons before and after alignment, respectively. (c): the mean signed distance function (SDF) of the training
set. (d) SDFs of sample training shapes represented using 20 first eigenmodes of shape variation. In (c)-(d), the cyan and yellow colors
represent the interior and exterior of the shape, respectively, with intensity proportional to the distance from the shape contour.

sumes a value of d + 2. The scale Λp is taken to be the co-
variance matrix of all data points X . Note that the prior on the
covariance matrices acts only as a Bayesian regularizer of the pa-
rameter estimation problem and does not actually introduce prior
information depending on the training examples. The prior dis-
tribution imposed on the means is of greater importance, as it
attracts the cluster centers towards partitions with regions that
roughly correspond to our three semantically different area types.
The optimal parameters µ,Σ, β maximizing the posterior proba-
bility (Eq. 1) are found via the Expectation-Maximization (EM)
algorithm, using the prior means and aggregate covariance ma-
trix as the starting point (Fraley and Raftery, 2007). Despite
the regularization, we found that the covariances can degenerate
into singular matrices under certain conditions. Specifically, if
the image contains no pixels whose values lie close enough to
the prior mean µp,i, then component i degenerates to a singular
covariance and zero mixing coefficient. However, this is not a
problem, since this situation can be easily detected. If the de-
generated component corresponds to the dead tree prior, we take
this as evidence that the image does not contain snags and stop
the processing pipeline. Otherwise, we just discard the invalid
components and proceed normally. The parameters calculated
using the EM algorithm are then used to assign each input image
pixel to its maximum-probability component. As a result of this
step, we obtain the set of locations of pixels from the input im-
age which were assigned to the component corresponding to our
snag prior intensity mean. For an example, see the partition of
Fig. 3(b) into the red, black, and gray regions. Note that since the
presence or absence of a tree at a location will ultimately be de-
cided by the fine segmentation, false positive pixels in the region
step are not a serious problem. However, false negative pixels
may lead to an irrecoverable error of missing a dead tree.

2.3 Level set segmentation with priors

2.3.1 General formulation Let Ω ⊂ R2 be the image plane,
I : Ω → Rd a vector-valued image, and C an evolving contour
in the image I . To find an optimal segmentation of I with respect
to an energy functional E(C), we evolve the contour C in the di-
rection of the negative energy gradient (Cremers et al., 2007). In
the level set method, C is represented implicitly as the zero level
set of an embedding function φ : Ω → R. We then evolve φ ac-
cording to an appropriate partial differential equation dependent
on our energy functional E (Eq.4):

∂φ

∂t
= −∂E

∂φ
(4)

A common choice for φ is the signed distance function, whose
value for a point p ∈ Ω is the negative distance from p to the
contour C if p is inside the contour, the positive distance from p

to C if p is outside C, and 0 if p lies on the contour itself.

2.3.2 Relationship to region-based segmentation Consider
the problem of binary segmentation, i.e. partitioning the image I
into two disjoint (not necessarily connected) regions Ω1 and Ω2.
Using the Bayesian rule, we can express the conditional proba-
bility of the partition given the image as:

P(Ω1,Ω2|I) ∝ P(I|Ω1,Ω2)P (Ω1,Ω2) (5)

Moreover, since the embedding function φ uniquely defines the
contour C and hence the partition Ω1,Ω2, we have that:

E(φ) = −log(P(φ|I)) = −log(P(I|φ))− log(P(φ))

= Eimg + Eshp

Eimg = −log(P(I|φ)), Eshp = −log(P(φ))

(6)

This forms a decomposition of the partition energy E(φ) into
the sum of an image term Eimg and a shape term Eshp. If
we further assume that region labellings are uncorrelated, i.e.
P(I|Ω1,Ω2) = P(I|Ω1)P(I|Ω2), and also that image values
inside a region are realizations of independent and identically dis-
tributed random variables (Cremers et al., 2007), we can write
the image term as:

Eimg(φ) = −
∫

Ω1

logf1(I(x))dx−
∫

Ω2

logf2(I(x))dx

= −
∫

Ω

H[φ(x)]log
f1(I(x))

f2(I(x))
dx+ Z

(7)

In Eq.7, f1 and f2 represent, respectively, the probability density
functions of the image values in region Ω1 and Ω2, H(z) indi-
cates the Heaviside function, while Z is a constant independent
of φ. The models f1, f2 can either be specified a priori, or are
assumed to follow a distribution from a known family but with
unknown parameters, which are functions of the partition and
must be co-estimated in the optimization process. Optimizing the
functional in Eq. 6 with respect to φ is an infinite-dimensional
problem which can be solved using calculus of variations.

2.3.3 Eigenshape representation Instead of directly optimiz-
ing the energy E(φ) in a variational framework, we take the
approach described in the pioneering works of Leventon et al.
(2000) and Tsai et al. (2003), where the signed distance func-
tion φ is constrained to a parametric representation based on the
eigenmodes of a set of training shapes. Let φ1, φ2, . . . , φM beM
signed distance functions of training shapes sampled on a discrete
grid. We start by aligning the training samples with respect to
translation and rotation using the gradient descent method given
in Tsai et al. (2003) (Figs. 2(a), 2(b)). The mean training shape is
denoted by φ̄ (Fig.2(c)). The shape variability matrix S is defined
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as:

S =
(
vec(φ1 − φ̄) vec(φ2 − φ̄) · · · vec(φM − φ̄)

)
(8)

In Eq.8, vec(M) indicates an operator that creates a column vec-
tor out of a matrix M by stacking its columns. We subsequently
calculate the eigenvectors ψ1, . . . , ψc of the matrix SST corre-
sponding to its largest c eigenvalues. The parametric representa-
tion of the signed distance function can be then expressed as:

φα,h,θ(x) = φ̄(Rθx+ h) +

c∑
i=1

αiψi(Rθx+ h) (9)

Fig. 2(d) depicts the eigenmode representation of example train-
ing shapes. The parameter vector α models shape deformations,
while the rotation angle θ and translation offset h define the rigid
transformation of the training shapes. Similarly to Cremers and
Rousson (2007), we omit scaling from the shape representation,
because the scale of our target objects is directly represented
by the training samples. The main benefit of representing φ in
terms of a set of parameters is that we can replace the infinite-
dimensional variational problem of optimizing the energy func-
tional (Eq. 6) with respect to φ by a finite-dimensional optimiza-
tion problem with respect to the parameters, carried out in the
constrained subspace spanned by the training examples:

E(φ) = E(α, h, θ) = −log(P(I|α, h, θ))− log(P(α, h, θ))
(10)

2.3.4 Prior information We are interested in deriving a shape
prior P(φ) = P(α, h, θ) (Eq. 6) which models the variability of
the training polygons’ shapes. The statistical nature of the model
ensures that the evolved contours remain similar to, but not neces-
sarily the same as, our training shapes. For this purpose, we adopt
the nonparametric approach outlined in (Cremers and Rousson,
2007). Note that we model only the shape variability parameters
α and set a flat prior for the rigid transformation parameters θ, h,
because we consider all rotation angles and offsets as equally
likely to appear in our scenario. In accordance with the origi-
nal method, we first calculate the representations α1, . . . , αM of
the M original training shapes φ1, . . . , φM in terms of the eigen-
modesψi, . . . , ψc. The probability of any shape parameter vector
α can now be expressed using a kernel density estimate with re-
spect to the training shapes:

P(α) =
1

Mσc

M∑
i=1

K(
α− αi
σ

),K(u) =
1

2πc/2
exp(−u

2

2
)

(11)
For simplicity, the kernel bandwidth σ is set to the average near-
est neighbor distance within the training set. Other, theoretically
well-founded methods of estimating an optimal σ value are also
available. The nonparametric shape prior has the advantage of
not making too restrictive assumptions about the distribution of
the shape parameters. Also, in comparison to the Gaussian or
uniform model, it is able to better account for the fact that the
space of signed distance functions is not linear. This is because
it prefers shape vectors lying in the neighborhood of the train-
ing examples, which are known to represent valid signed distance
functions.

The intensity prior complements the shape model by encourag-
ing the evolving shape to include patches of pixels with values
frequently occurring in the training polygons, and simultaneously
discouraging regions whose pixels values are uncharacteristic of
the target class. In our setting, this amounts to fixing the inten-
sity models f1, f2 (Eq. 7) for the foreground and background
regions. In particular, Cremers and Rousson (2007) proposed to

construct two independent kernel density estimators for this task.
However, since their method was designed to accept images with
a single intensity channel, we choose to employ a different mod-
eling technique which is able to capture the inter-dependencies
between the various channels present in our target images. To
achieve this, we first observe that the image term Eimg of the en-
ergy functional (Eq.7) does not require the knowledge of the indi-
vidual per-region probabilities f1(I(x)), f2(I(x)) for any point
x, but only their ratio r = f1(I(x))/f2(I(x)). Note that f1(y)
and f2(y) represent the region label-conditional probabilities of
observing a feature value y. We can represent the ratio r using
inverted models which quantify the probability of point x having
a label l ∈ 1, 2 given its feature value I(x):

r(x) =
f1(I(x))

f2(I(x))
=
P(I(x)|l = 1)

P(I(x)|l = 2)
=
P(l = 1|I(x))P(I(x))

P(l = 1)

× P(l = 2)

P(l = 2|I(x))P(I(x))
=
P(l = 1|I(x))

P(l = 2|I(x))

P(l = 2)

P(l = 1)
(12)

Therefore, r is a quotient of the ratio of posterior region label
probabilities and the ratio of the prior region label probabilities.
Moreover, since we are only interested in the logarithm of r(x),
we see that log(r(x)) = P(l=1|I(x))

P(l=2|I(x))
−D, whereD is a constant,

because the prior probabilities do not depend on the point x. The
re-expressing of r in terms of posterior label probabilities adds a
D-multiple of φ’s interior area to the energy Eimg . In particular,
for our choice of equal prior label probabilities, D is zero and
hence the energy is not affected. This means that we can incor-
porate any binary discriminative model of the boundary between
the foreground and background region into Eimg . In this setting,
we have that P(l = 2|I(x)) = 1−P(l = 1|I(x)), so Eimg can
be rewritten as:

Eimg(φ) = −
∫

Ω

H[φ(x)]log
P(l = 1|I(x))

1− P(l = 1|I(x))
dx (13)

The quantity log{P(l = 1|I(x))/(1−P(l = 1|I(x)))} is remi-
niscent of the logit function. Indeed, if logistic regression is cho-
sen as the discriminative model, then Eimg boils down to:

Eimg(φ) = −
∫

Ω

H[φ(x)]ωI(x)dx (14)

In the above, the vector ω represents the trained coefficients of the
logistic regression model. In order to retain the power of nonpara-
metric approaches, we kernelize the logistic regression model by
transforming the image value vector I(x) into a new feature vec-
tor F (x) = [K( I(x)−I(y1)

σk
), . . . ,K( I(x)−I(yT )

σk
)]. The entries

of F (x) quantify the distances of the point x to the T training
points yi in the original image feature space measured by the ker-
nel K, where the bandwidth σk is chosen using n-fold cross val-
idation. The final form of the logit is then ωF (x). The introduc-
tion of intensity priors causes the segmentation energy functional
to depend on the pixel values I(x) only through their foreground
probabilities f1(I(x)), which means that the algorithm is effec-
tively working on a one-channel probability image (see Fig. 3(c)).

Final energy formulation Having defined both the shape and
image terms in the energy functional (Eq. 6), we can now write
down the final form of the energy used in our approach:

E(α, h, θ) = −
∫

Ω

H[φα,h,θ(x)]ωF (x)dx−log
M∑
i=1

K(
α− αi
σ

)

(15)
We set up the partial differential equations governing the evo-
lution of the function φ in the direction of the negative energy
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(a) (b) (c) (d)

Figure 3. Selecting locations for initializing the level set segmentation. (a) Input image. (b) Result of candidate region detection covered
by circles which indicate candidate starting locations. (c) Pixel-level dead tree probabilities of image points from intensity prior. (d)
Intersection of candidate circles and dead tree cluster from candidate region detection. Red dots mark chosen starting locations for
segmentation, grayscale values depict dead tree probability as in (c).

gradient:

∂α

∂t
= −

∫
Ω

ωF (x)δ[φ(x)]

ψ1(x′)
...

ψc(x
′)

 dx+
1

σ2

∑M
i=1(αi − α)Li∑M

i=1 Li

∂h

∂t
= −

∫
Ω

ωF (x)δ[φ(x)]
(
∂φ
∂x1

, ∂φ
∂x2

)T
dx

∂θ

∂t
= −

∫
Ω

ωF (x)δ[φ(x)]
(
∂φ
∂x1

, ∂φ
∂x2

)T ∂Rθ
∂θ

dx

(16)

In the above, x′ = Rθx+h, x = (x1, x2),Li = exp(−|α−αi|
2

2σ2 ),
and ∂Rθ

∂θ
is the component-wise derivative of the rotation ma-

trix Rθ by the angle θ (see Tsai et al. (2003) for details). The
term δ(z) denotes the Dirac delta function. In practice, we use a
smooth approximation of δ. We apply the standard gradient de-
scent method to update the parameters α, h, θ with a small time
step dt until convergence is reached.

2.4 Iterative segmentation

The level set formulation described in Sec. 2.3 allows the seg-
mentation process to converge to at most one object. The lo-
cation of the final shape is dependent on the initial position of
the contour. However, in our scenario we expect to find many
dead trees in the input image. Therefore, we develop a proce-
dure to iteratively apply the segmentation at different locations of
the image, while ensuring that the individual segmented shapes
do not overlap. To achieve this, we first cover the input image
with circles Ci of a diameter d approximately equal to that of
the containing circle of the largest training polygon, by placing
them on a regular grid (see Fig. 3). We then consider each of
the circles Ci as a potential location for the initial contour of
the level set segmentation. Let CS be the set of the circles Ci
which have a non-empty pixel intersection Ii with the snag clus-
ter obtained in the candidate region detection step (Sec. 2.2).
Let pi = argmaxp∈IiP(l = ’dead tree’|I(x)) be the pixel in
Ii which attains the highest dead tree class probability from the
intensity prior (Sec. 2.3.4). We rank the circles in Ci ∈ CS ac-
cording to the probability of their best point pi and process them
in the resulting order. For a circle Ci, we run the level-set seg-
mentation starting with the mean shape φ̄ centered at point pi.
If the segmentation converges to an empty contour, we conclude
that there is not enough evidence in the image region around pi to
support the existence of a dead tree. Otherwise, we add the poly-
gon mask obtained from the converged shape si to the result set.
Note that the image may contain strong local attractors to which
the segmentation would converge from starting points within a
large radius. To mitigate this, we set the image intensity values
of all pixels belonging to si to a value which attains a near-zero

probability in our prior intensity distribution. This prevents the
formation of overlapping polygons in the segmentation process.

3. EXPERIMENTS

3.1 Material

We tested the proposed approach on three sample plots located
in the Bavarian Forest National Park (49◦3′19′′ N, 13◦12′9′′ E),
which is situated in South-Eastern Germany along the border to
the Czech Republic. The study was performed in the mountain
mixed forests zone consisting mostly of Norway spruce (Picea
abies) and European beech (Fagus sylvatica). The dead wood
originated from an outbreak of the spruce bark beetle (Ips ty-
pographus) in recent years (Lausch et al., 2013). Color infrared
images were acquired in the leaf-on state during a flight cam-
paign carried out in August 2012 using a DMC camera. The mean
above-ground flight height was 1900 m, resulting in a pixel res-
olution of 20 cm on the ground. The images contain 3 spectral
bands: near infrared, red and green. The test plots 1,2, and 3 have
an area of 618 m2, 2426 m2, and 7153 m2, respectively. These
plots were chosen to contain diverse scenarios such as shadows,
open ground, clusters of nearby dead trees as well as isolated
snags surrounded by living vegetation. The color infrared image
of Plot 3 is shown in Fig. 4.

Figure 4. Color infrared image of Plot 3. Shades of red indi-
cate European beech trees, gray hues show standing dead Norway
spruce trees.

3.2 Reference data

The reference data for validating the results was obtained by man-
ually marking the contours of the individual dead trees on the
three test images. The contours were subsequently converted to
polygon masks in order to enable a pixel-based comparison (see
Fig. 5). The number of delineated snags was 18, 23 and 83 re-
spectively for Plots 1,2, and 3.

3.3 Evaluation strategy

We utilize the polygon mask representation (Fig. 5(b)) to perform
a precise comparison of the detected and reference objects at the

ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, Volume II-3/W4, 2015 
PIA15+HRIGI15 – Joint ISPRS conference 2015, 25–27 March 2015, Munich, Germany

This contribution has been peer-reviewed. The double-blind peer-review was conducted on the basis of the full paper. 
doi:10.5194/isprsannals-II-3-W4-181-2015

 
185



(a) (b)

Figure 5. Reference data created using manual delineation in im-
age. (a) Contours of marked polygons. (b) Polygon masks cre-
ated from contours.

pixel level. We consider a reference snag oR and a detected snag
oD as potentially matched if their polygon masks have a non-zero
pixel intersection. Note that due to over- or under-segmentation,
there may generally exist a many-to-many relationship between
detected and reference objects. To better describe the quality of
a matching (oR, oD), we augment it with the values of two met-
rics. The first metric is the Euclidean distance dctr between the
centers of gravity of the reference and detected polygons, which
are calculated as the average planimetric coordinates of all pix-
els belonging to the respective polygon. The second metric is
the Dice coefficient DSC defined on two sets of pixels A,B as:
DSC(A,B) = 2|A∩B|

|A|+|B| . The Dice coefficient is normalized on
the interval [0; 1] and measures the similarity of two sets, with a
value of 0 indicating no overlap and a value of 1 indicating set
equality. We use two methods to evaluate the quality of the en-
tire detection result: a strict 1-1 correspondence strategy and a
lenient N-M correspondence strategy. In the first case, we seek a
1-1 matching between reference and detected trees. We set up a
bipartite graph G = ((VR, VD), E) with vertices in VR and VD
corresponding to reference and detected snags, respectively. Each
edge e ∈ E connects a reference and detected vertex. The edge
weight, which can be regarded as the assignment cost, is set to
the centroid distance between the corresponding polygons if the
polygons intersect, and +∞ otherwise. We find the minimum
cost assignment using the Kuhn-Munkres algorithm. The 1-1
strategy incorporates information about under/over-segmentation
as well as reference snags which were completely missed and de-
tected snags which did not overlap with any reference polygon.
The second strategy allows an N-M relationship between refer-
ence and detected snags. It considers all potentially matched ob-
ject pairs (in the sense of pixel overlap) as matched. This strategy
is only informative in terms of entirely missed reference and de-
tected dead trees and does not quantify over/under-segmentation
issues. However, it is still meaningful to apply it in our scenario,
because both the reference and detected polygons are disjoint by
construction. For both strategies, we calculate the correctness and
completeness measures on the resulting assignment, which are
defined as the ratio of the number of matched pairs to the num-
ber of, respectively, detected and reference polygons. Finally, we
utilize the average per-pixel correctness and completeness. For
the pair (oR, oD) these measures are defined, respectively, as the
ratio of the pixel intersection size between oR, oD to the number
of pixels in the polygon of oD and of oR.

3.4 Experimental setup

As the basis for our experiment, we marked a total of 96 train-
ing polygons corresponding to dead trees in images distinct from
the test plots. We selected polygons representing diverse lighting
conditions and camera perspectives to obtain a reasonable cover-
age of the target objects’ appearance. We then aligned the set of
training polygons and derived the eigenshape representation (see
Sec. 2.3.3). We used c = 20 eigenmodes of shape variation,
which represented a total of 98.4% of the variance of the original

shape variability matrix S. We also marked several regions con-
taining only shadows and only living vegetation in the training
images, with a total of ca. 20000 pixels. The mean pixel inten-
sities of shadow, living vegetation and snag regions were used as
the mean priors in the candidate region detection step (Sec. 2.2).
We re-used the labeled dead tree and background polygons for
training a kernelized logistic model for use as the intensity prior
(Sec. 2.3.4). A total of T = 3000 pixel values were utilized as
the KLR training points yi, with the kernel bandwidth selected
using 10-fold cross-validation. The overall accuracy of the KLR
model obtained from cross-validation was 0.81.

4. RESULTS AND DISCUSSION

Table 1 summarizes the detection performance of our method on
the three test plots. The reference and detected contours are out-
lined in Fig. 6. In Plot 1, most trees are clustered in the central
area and the main challenge consists of separating the individual
snags. For this plot, all reference trees can be matched to detected
snags, with a false positive rate of 0.25. The algorithm does a
reasonable job of delineating the individual crowns, attaining an
average Dice coefficient value of 0.57 and center-of-gravity dis-
placement of 5.5 pixels (see Table 2). The significant difference
between the correctness in the 1-1 and N-M matching strategies
reveals an over-segmentation. The false positive polygons mostly
lie in dark areas at the perimeter of larger trees. However, note
that the dead tree pixel probability within these polygons is rel-
atively high (cf. Fig. 3(c)). The segmentation energy functional
only interacts with the pixel intensities through the prior distri-
bution function, and therefore any inaccuracies in the discrimi-
native intensity model, in our case kernelized logistic regression,
will be directly transferred to the segmentation result. As stated
in Sec. 3.4, the model’s pixel classification accuracy was 0.81,
which indicates that the snag and background pixels cannot be
clearly separated using the supplied 3 spectral channels, perhaps
due to diverse lighting conditions and varying hues of the tar-
get objects. Recall that in our formulation, we may introduce any
generative or discriminative intensity model. We hypothesize that
this part of our method could be improved upon by exploring a
richer feature space, e.g. augmented by further spectral bands
or by transformations thereof such as the NDVI, or by applying
more powerful learning methods such as probabilistic graphical
models. Plot 2 contains a similar number of snags as Plot 1, how-
ever they are distributed across a larger area. This plot tests the
ability to detect isolated snags surrounded by living vegetation or
standing in shadowed areas. The algorithm is able to delineate the
individual snags quite reliably, achieving a completeness of 0.96
with a correctness of 0.71. Part of the false positives detected in
this plot are associated with small open ground patches visible in
the image that additionally contain fallen trees. Once again this
deficiency may be attributed to the intensity classifier, because
we did not include ground or fallen tree pixels in the training set,
and their colors in the image are closer to the snag class than to
the remaining background classes. These problems outline a dis-
advantage of our purely image-based approach versus methods
which have access to a surface model or a 3D point cloud, where
such open ground patches could be easily detected using simple
thresholding schemes. As expected, the quality of the detected
polygons is higher in this plot compared to Plot 1, because find-
ing the boundary of single crowns is an easier and less ambigu-
ous task than splitting a cluster of several crowns. Therefore, the
mean Dice coefficient is 12 percentage points higher at 0.69 and
the mean center-of-gravity displacement more than a pixel lower
at 4.4 px. Plot 3, our final test area, is quite challenging due to the
high variability of the snag crown diameters (Fig. 4), presence of
shadowed areas, open ground patches and fallen dead trees. Nev-
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(a) (b)

(c) (d)

(e) (f)

Figure 6. Reference and detected polygons. (a), (c), (e): reference polygons respectively of Plot 1,2, and 3. (b), (d), (f): detected
polygons respectively in Plot 1,2, and 3. Red contours denote unmatched, green denote matched polygons using the 1-1 matching
strategy. Note the different image scales - (a),(b): 26 m x 24 m; (c),(d): 58 m x 42 m; (e),(f): 130 m x 55 m.

ertheless, our algorithm is able to attain a completeness value of
0.81 with a correctness of 0.77. A drop in pixel-level complete-
ness to 0.5 (see Table 2) can be observed in comparison to the
other plots. This can be partially explained by the presence of
snags with elaborate branch structures visible in the image. The
pixel classifier does not take any neighborhood properties of a
pixel into account, and therefore any fine details are usually lost
when calculating the snag probabilities (Fig. 7). This makes it
impossible for our method to recover the fine branch structure,
and instead only the core area of the crown is delineated.

(a) (b)

Figure 7. Loss of detail due to transformation into probability
image.

Since it is unlikely that a perfect point-level snag classifier can
be obtained, it seems more promising to alter the segmentation
energy functional to include a term which evolves the intensity
model together with the shape using contrast information present
in the original image (such as the classical Chan-Vese model,

Chan and Vese (2001)) while maintaining a balance with the in-
tensity prior. This is expected to come at an additional computa-
tional cost.

Metric Plot 1 Plot 2 Plot3

Correctness (1-1) 0.75 0.71 0.77
Completeness (1-1) 1 0.96 0.81

Correctness (N-M) 0.96 0.77 0.85
Completeness (N-M) 1 1 0.82

Table 1. Evaluation of detection results - correctness and com-
pleteness for object-level detection.

5. CONCLUSIONS

An integrated method for detecting standing dead trees from aerial
imagery with near infrared channels was presented. We pro-
posed a two-stage approach where the approximate snag loca-
tion regions are first segmented using a Gaussian Mixture Model
(GMM) with priors on the region intensity means, following which
the candidate regions are refined by an iterative application of
a level set segmentation algorithm, yielding a set of delineated
polygons corresponding to the individual found snags. The level
set segmentation procedure incorporates shape and intensity prior
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Metric Plot 1 Plot 2 Plot3

Dice Coefficient 0.57 0.69 0.62
Center-of-gravity distance [px] 5.5 4.4 3.5
Per-pixel correctness 0.59 0.76 0.89
Per-pixel completeness 0.61 0.67 0.50

Per-pixel correctness (N-M) 0.76 0.58 0.78
Per-pixel completeness (N-M) 0.85 0.62 0.52

Table 2. Evaluation of detection results. Rows 1-4: average poly-
gon matching quality metrics for 1-1 matching. Rows 5-6: aver-
age per-pixel correctness and completeness for N-M matching.

information which was obtained from manually labeled training
data. We tested our method on three plots with reference data cre-
ated manually by visual inspection. Additionally to the standard
detection rate metrics, the structure of our reference and result
objects (polygon masks) allowed for a precise, pixel-wise evalu-
ation of the similarity and displacement between object centers.
Our results indicate that the proposed algorithm is able to achieve
a correctness of 0.71-0.77 and completeness of 0.8-1.0 for the
snag detection task, with a center displacement of 3-5 pixels and
an average Dice coefficient between 0.57 and 0.69. Two potential
problem areas are the difficulty in distinguishing between open
ground, lying dead trees and snags purely based on color infor-
mation, as well as the loss of fine detail because of the transfor-
mation of the image intensity values into probability values. The
former problem could be alleviated by the introduction of an ad-
ditional 3D elevation channel which would facilitate filtering out
ground patches and fallen stems, and also by enriching the set
of features for point-based classification. As for the latter issue,
it could be beneficial to incorporate a data-driven intensity term
into the energy functional to make better use of contrast regions
within the input image. Resolving these two problems and care-
fully choosing training examples which capture the full extent
of the dead trees’ variability should make it possible to further
improve upon the completeness and correctness rates. Finally,
the cluster information discovered by the GMM in the first step
could be re-used to a greater extent by the level set segmentation,
instead of merely being a way to filter out unpromising regions
of the image to improve computational performance.
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